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Abstract

We propose a rigorous procedure to obtain the adjoint-based gradient representation of cost functionals for the optimal control of discontinuous solutions of conservation laws. Hereby, it is not necessary to introduce adjoint variables for the shock positions. Our approach is based on stability properties of the adjoint equation. We give a complete analysis for the case of convex scalar conservation laws. The adjoint equation is a transport equation with discontinuous coefficients and special reversible solutions must be considered to obtain the correct adjoint-based gradient formula. Reversible solutions of the adjoint transport equation and the required stability properties are analyzed in detail.
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1 Introduction

This paper is concerned with the justification of adjoint-based derivative calculations for optimal control problems governed by nonlinear hyperbolic conservation laws with source term. We propose an approach that handles the presence of shock discontinuities in a rigorous way without introducing the shock position as additional state variable. Our analysis is based on the variational calculus for conservation laws developed in Ulbrich [19, 20] and on a detailed study of the stability properties of the adjoint equation – a transport equation with discontinuous coefficient – with respect to its coefficients. Stability properties of the adjoint equation played already a fundamental role for the adjoint-based shock-sensitivity analysis in [19], where we could only sketch the required stability results. The present paper provides a detailed analysis of the adjoint equation. Moreover, we describe a general procedure to obtain also in the case of shocks a rigorous adjoint-based gradient formula for tracking-type functionals.

As a model problem we consider the state equation

\[ y_t + f(y)_x = g(t,x,y,u_1), \quad (t,x) \in (0,T) \times \mathbb{R}^d = \Omega_T, \quad y(0,x) = u_0(x), \quad x \in \mathbb{R}. \]  

Hereby, \( f : \mathbb{R} \rightarrow \mathbb{R} \) is a twice continuously differentiable strictly convex flux function, \( u = (u_0, u_1) \in L^\infty(\mathbb{R}) \times L^\infty(\Omega_T)^m, m \in \mathbb{N} \), is the control and \( g : \Omega_T \times \mathbb{R} \times \mathbb{R}^m \) is a source term. Detailed regularity assumptions on \( u \) and \( g \) will be given later.

State equations of the form (1) arise, e.g., in model problems for the control of traffic flow [15] or for the optimal design of a duct with flow governed by the quasi-1-D Euler equations [3, 7, 12]. Thus, the scalar inhomogeneous conservation law (1) provides a useful basis for a rigorous analysis of optimal control problems governed by conservation laws.
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It is very well known that even for smooth \( u \) and \( g \) solutions of the inhomogeneous conservation law (1) develop in general discontinuities (shocks) after a finite time and that entropy solutions provide the physically relevant weak solution, see, e.g., [11, 13]. We recall that \( y \in L^\infty(\Omega_T) \) is an entropy solution if for all convex functions \( \eta : \mathbb{R} \to \mathbb{R} \) with associated entropy flux \( q \) satisfying \( q' = \eta f' \) the entropy inequality

\[
\eta(y_{t}) + q(y)_{x} \leq \eta'(y)g(t, x, y, u_{1}) \quad \text{in } D'(\Omega_T)
\]

holds and if the initial data are assumed in the sense

\[
\eta(y_{0}) + q(y)_{x} \leq \eta'(y)g(t, x, y, u_{1}) \quad \text{in } D'(\Omega_T)
\]

holds if and only if \( y \) is an entropy solution. Moreover, if the initial data are assumed in the sense

\[
\eta(y_{0}) + q(y)_{x} \leq \eta'(y)g(t, x, y, u_{1}) \quad \text{in } D'(\Omega_T)
\]

holds and if the initial data are assumed in the sense

\[
\eta(y_{0}) + q(y)_{x} \leq \eta'(y)g(t, x, y, u_{1}) \quad \text{in } D'(\Omega_T)
\]

holds and if the initial data are assumed in the sense

\[
\eta(y_{0}) + q(y)_{x} \leq \eta'(y)g(t, x, y, u_{1}) \quad \text{in } D'(\Omega_T)
\]

holds and if the initial data are assumed in the sense

\[
\eta(y_{0}) + q(y)_{x} \leq \eta'(y)g(t, x, y, u_{1}) \quad \text{in } D'(\Omega_T)
\]

holds and if the initial data are assumed in the sense

\[
\eta(y_{0}) + q(y)_{x} \leq \eta'(y)g(t, x, y, u_{1}) \quad \text{in } D'(\Omega_T)
\]

holds and if the initial data are assumed in the sense

\[
\eta(y_{0}) + q(y)_{x} \leq \eta'(y)g(t, x, y, u_{1}) \quad \text{in } D'(\Omega_T)
\]

holds and if the initial data are assumed in the sense

\[
\eta(y_{0}) + q(y)_{x} \leq \eta'(y)g(t, x, y, u_{1}) \quad \text{in } D'(\Omega_T)
\]
variational calculus recently developed in Ulbrich [19, 20] and by extending existence and stability results of Bouchut and James [1] on \textit{reversible solutions} of linear transport equations with discontinuous coefficients we will then take the limit in the ”averaged” adjoint equation. This yields a rigorous adjoint-based gradient formula for tracking-type functionals (3) and provides the appropriate interpretation of the adjoint equation itself. Hereby, we will allow the presence of rarefaction waves (for convex flux $f$ generated by upward-jumps in the initial data) which requires some care in the analysis of the adjoint equation.

The results of this paper provide also an analytical framework for the convergence analysis of numerical schemes for adjoint-computations. We will address this topic in a forthcoming paper.

The paper is organized as follows. In section 2 we derive an adjoint-based gradient representation for objective functionals (3). Hereby, we will use existence and stability properties for solutions of an ”averaged” adjoint equation that is a transport equation with discontinuous coefficient. In section 3 we give a detailed analysis of this type of transport equations. By extending previous results of Bouchut and James [1] on \textit{reversible} solutions of transport equations we provide in particular the existence and stability properties needed in section 2.

\textbf{Notations.} We use standard notations with the following exceptions: for a set $S$ we denote by $B(S)$ the space of bounded functions $v : S \to \mathbb{R}$ equipped with the sup-norm. For open $S$ we denote by $C^k(S)$ the space of functions with continuous \textit{bounded} derivatives up to order $k$ with norm $\| v \|_{C^k(S)} = \sum_{|\beta| \leq k} \| D^\beta v \|_{\infty,S}$. $C^k(S)_{\text{ad}}$ is the subspace of all $v \in C^k(S)$ such that $D^\beta v, |\beta| \leq k$, admit a continuous extension to $S_{\text{ad}}$. For $x_0 < x_1 < \ldots x_N < x_{N+1}$ and $I = [x_0, x_{N+1}]$ we denote by $PC^k(I; x_1, \ldots, x_N)$ the space of piecewise $C^k$-functions with possible jumps at $x_1, \ldots, x_N$, endowed with $\| v \|_{PC^k(I; x_1, \ldots, x_N)} = \sum_{i=0}^N \| v \|_{C^k([x_i, x_{i+1}])}$.

2 \hspace{1em} Differentiability of the reduced objective functional and adjoint-based gradient formula

2.1 \hspace{1em} Properties of the control-to-state mapping

We have already mentioned that for controls in $L^\infty$ there exists a unique entropy solution $y \in L^\infty(\Omega_T) \cap C([0, T]; L^1_{\text{loc}}(\mathbb{R}))$. Moreover precisely, we have the following result, see [11, 14, 16, 18–20].

\textbf{Proposition 1.} (Existence, stability, and Oleinik’s entropy condition)

Let (A1) hold. Then for all $u = (u_0, u_1) \in L^\infty(\mathbb{R}) \times L^\infty(\Omega_T)$ defined $\mathcal{U}_\infty$ there exists a unique entropy solution $y = y(\cdot; u) \in L^\infty(\Omega_T)$ of (1). Moreover, $y \in C([0, T]; L^1_{\text{loc}}(\mathbb{R}))$ after modification on a set of measure zero.

Let $M_u > 0$ and $\mathcal{U}_{\text{ad}} \subset \{ u \in \mathcal{U}_\infty : \| u_0 \|_\infty \leq M_u, \| u_1 \|_\infty \leq M_u \}$. Then there are $M_y > 0$ and $L_y > 0$ such that for all $u, \hat{u} \in \mathcal{U}_{\text{ad}}$ and all $t \in [0, T]$ the stability estimates hold

(i) $\| y(t, \cdot; u) \|_\infty \leq M_y$,
(ii) $\| y(t, \cdot; u) - \hat{y}(t, \cdot; \hat{u}) \|_{1, [a, b]} \leq L_y (\| u_0 - \hat{u}_0 \|_{L^1_I} + \| u_1 - \hat{u}_1 \|_{L^1_I})$, where $a < b$ are arbitrary and $L_t \equiv [a - tM_f', b + tM_f]', M_f' \equiv \max_{|y| \leq M_y} |f'(y)|$.

Let in addition $f'' \geq M_f'' > 0$ hold and set $\mathcal{U}_{\text{ad}} = \{ u \in \mathcal{U}_{\text{ad}} : \| u_1 \|_{L^\infty(0, T; C^1(\Omega_T))} \leq M_u \}$. Then there exists a constant $M > 0$ such that for all $u \in \mathcal{U}_{\text{ad}}$ and all $t \in (0, T]$ Oleinik’s entropy condition

\begin{equation}
\frac{1}{1 - e^{-cM_t}} \leq M^{-1} e^{-cM_t} (\text{sup} \{ L_{\text{lip}}^+(u_0), M \})^{-1}
\end{equation}

holds in the sense of distributions, where $c \equiv M_f''$, $L_{\text{lip}}^+(u_0) \equiv \text{ess sup}_{x \neq \bar{x}} \left( \frac{u_0(x) - u_0(\bar{x})}{x - \bar{x}} \right)_+$. Hereby, $M > 0$ depends on the Lipschitz constants of $g(t, x, y, u_1(t, x))$ w.r.t. $x$ and $y$ and $g \equiv 0$ allows the limit $M \to 0$. In particular, $y(t, \cdot) \in BV_{\text{loc}}(\mathbb{R})$ for all $t \in (0, T)$ and $y \in BV(\sigma, T) \times [-R, R]$ for all $\sigma, R > 0$.

Since $\psi$ is locally Lipschitz-continuous, it is obvious by (i) and (ii) of Proposition 1 that the mapping $u \in (\mathcal{U}_{\text{ad}} \subset L^1_{\text{loc}}) \mapsto J(y(u))$ is Lipschitz-continuous for $J$ given by (3) and bounded $\mathcal{U}_{\text{ad}} \subset L^\infty$. However, the mapping $u \mapsto y(t, \cdot; u) \in L^1_{\text{loc}}(\mathbb{R})$ is in general not differentiable if $y(t, \cdot; u)$ contains a shock, since the variation of the shock position allows at best differentiability results for, e.g., $u \mapsto y(t, \cdot; u) \in \mathcal{M}_{\text{loc}}(\mathbb{R}) - \text{weak}^*$, where $\mathcal{M}_{\text{loc}}(\mathbb{R}) - \text{weak}^*$ denotes the space of locally bounded Borel measures on $\mathbb{R}$ equipped with
the usual weak* topology. We refer to [19] for a simple example that illustrates this fact. On the other hand, an application of the chain rule to obtain the differentiability of the functional $J$ in (3) would require the differentiability of $u \mapsto y(\bar{t}, \cdot; u) \in L^p_{\text{loc}}(\mathbb{R})$ for some $p > 1$, which does not hold in the case of shocks.

2.2 Differentiability of the objective functional

The previous considerations show that the differentiability of the objective functional can only be obtained if the sensitivity of shocks and their contribution to the variation of the objective functional are studied in detail. To this purpose, we have proposed in [19, 20] the concept of shift-differentiability that is based on a first-order approximation in $L^1_{\text{loc}}$ of the actual variation $y(\bar{t}, \cdot; u + \delta u) - y(\bar{t}, \cdot; u)$ by a nonlinear shift-variation. The usefulness of shift-differentiability lies in the fact that it implies the Fréchet-differentiability of tracking-type functionals $J$ in (3). More precisely, let $\mathcal{U}$ be a control space, fix some $u \in \mathcal{U}$ and assume that $y(\bar{t}, \cdot; u)$ is piecewise $C^1$ on a neighborhood of $I = [A, B]$ with shocks at $A < x_1 < \ldots < x_K < B$. Similar to Fréchet-differentiability we call $u \in \mathcal{U} \mapsto (\bar{t}, \cdot; u) \in L^1(I)$ shift-differentiable at $u$ if there exists a bounded linear operator

$$D_s y(\bar{t}, \cdot; u) : \delta u \in \mathcal{U} \mapsto (\delta y(\bar{t}, \cdot; u), \delta x_1, \ldots, \delta x_K) \in L^r(I) \times \mathbb{R}^K, \quad r > 1,$$

such that with $(\delta y(\bar{t}, \cdot; u), \delta x) = D_s y(\bar{t}, \cdot; u) \cdot \delta u$

$$\|y(\bar{t}, \cdot; u + \delta u) - y(\bar{t}, \cdot; u) - \delta y(\bar{t}, \cdot; u) - \sum_{k=1}^K \delta x_k I(x_k, x_k + \delta x_k)(x)\|_{L^1(I)} = o(\|\delta u\|_{L^1(\mathcal{U})})$$

holds, where the shift-correction $\sum_{k=1}^K \delta x_k I(x_k, x_k + \delta x_k)(x)$ is defined by

$$\sum_{k=1}^K \delta x_k I(x_k, x_k + \delta x_k)(x) = \sum_{k=1}^K [y(\bar{t}, \cdot; u)] \delta x_k 1_{I(x_k, x_k + \delta x_k)}(x), \quad x \in I.$$

Hereby, $[y(\bar{t}, \cdot; u)] \delta x_k = y(\bar{t}, x_k - \cdot; u) - y(\bar{t}, x_k + \cdot; u)$ denotes the jump across $x_k$ and $I(x_k, x_k + \delta x_k)$ is the interval enclosed between the minimum and maximum of $x_k, x_k + \delta x_k$.

Remark 2. $u \mapsto y(\bar{t}, \cdot; u)$ is for example shift-differentiable if the shock locations of $y(\bar{t}, \cdot; u)$ vary smoothly and connect smoothly varying states.

Once the shift-differentiability of $u \in \mathcal{U} \mapsto y(\bar{t}, \cdot; u) \in L^1(I)$ is shown, it follows the Fréchet-differentiability of tracking-type functionals $J$ in (3) as long as $y_d$ is continuous at $x_1, \ldots, x_K$, see [19, 20]. In fact, the Fréchet-derivative of (3) is given by

$$d_u J(y(u)) \cdot \delta u = (\psi_y(y(\bar{t}, \cdot; u), y_d), \delta y(\bar{t}, \cdot; u))_{L^2} + \sum_{k=1}^K \tau y_d(x_k) [y(\bar{t}, x_k; u)] \delta x_k,$$

where $\tilde{\psi}_y(x)$ is the everywhere defined ”mean value” representative of $\psi(y, \cdot; u, y_d)$

$$\tilde{\psi}_y(x) \overset{\text{def}}{=} \int_0^1 \psi(y(\bar{t}, x+; u) + (1 - \tau)y(\bar{t}, x-; u), \tau y_d(x+) + (1 - \tau)y_d(x-)) d\tau.$$

Remark 3. Of course, $\psi(y, \cdot; u, y_d)$ in the first term of (7) can be replaced by $\tilde{\psi}_y$. □

We have the following result [19, 20].

Theorem 4. (Shift-differentiability of entropy solutions, differentiability of objective functionals)
Let (A1) hold, let $f'' \geq m_{f''} > 0$ and let $g$ be affine linear w.r.t. $y$. Consider for arbitrary $z_1 < \ldots < z_N$ the control space $\mathcal{U} = PC^1([\mathbb{R}; z_1, \ldots, z_N]) \times L^\infty(0, T; C^1([\mathbb{R}; m]^m)).$

Then for $I = [A, B], \tilde{t} \in (0, T], the mapping $u \in \mathcal{U} \mapsto y(\tilde{t}, \cdot; u) \in L^1(I)$ with $y(\cdot; u)$ denoting the entropy solution of (1) is shift-differentiable at any $u \in \mathcal{U}$ such that $y(\tilde{t}, \cdot; u)$ has on $I$ no shock generation points and finitely many nondegenerate shocks $A < x_1 < \ldots < x_K < B$ that are all no shock interaction points. Moreover, the objective functional (3) is Fréchet-differentiable at $u$ with derivative (7) if $y_d$ is continuous at $x_1, \ldots, x_K$.

Proof. The proof can be obtained by a careful application of Dafermos’ theory of generalized characteristics [5] and can be found in [19, 20]. □
2.3 Adjoint-based gradient representation

We will now use the differentiability result of Theorem 4 to convert (7) to a more convenient adjoint-based gradient representation. In view of numerical approximations and the wish to handle complicated shock structures it is hereby highly desirable that the resulting adjoint- or sensitivity-based derivative formulas do not require the introduction of additional adjoint states or sensitivities for the shock position. Rather, one would like to find derivative formulas that are based on appropriately defined measure-solutions of the sensitivity equation (4) or the solution of the corresponding adjoint equation, respectively.

We have already observed that the differentiability properties of \( u \mapsto y(\cdot; u) \) do not allow an application of the classical adjoint calculus to obtain a gradient representation for \( J \). Therefore, we proceed more carefully. Let with the notations of Theorem 4 the mapping \( u \mapsto y(\bar{t}; u) \) be shift-differentiable at \( u \in \mathcal{U} \). Now let \( \delta u \in \mathcal{U} \) be arbitrary and set \( \hat{u} \doteq u + \delta u \), \( \hat{y} = y(\cdot; u + \delta u) \), \( y = y(\cdot; u) \), and \( \Delta y = \hat{y} - y \). Using that \( y, \hat{y} \in L^\infty(\mathbb{R}) \cap C([0, T]; L^1_{loc}(\mathbb{R})) \) are weak solutions of (1) we obtain by subtracting (1) for \( \hat{y} \) and \( y \) that

\[
\Delta y_t + (\hat{f}'(\hat{y}, y)\Delta y)_x = g(\cdot, \hat{y}, \hat{u}_1) - g(\cdot, y, u_1) \quad \text{in } \mathcal{D}'(\Omega_T), \quad \Delta y(0, \cdot) = \delta u_0
\]

with the averaged coefficient

\[
\hat{f}'(\hat{y}, y) \doteq \int_0^1 f'(\tau \hat{y} + (1 - \tau)y) \, d\tau.
\]

Since \( y, \hat{y} \in C([0, T]; L^1_{loc}(\mathbb{R})) \cap L^\infty(\mathbb{R}) \), this yields for any test function satisfying

\[
\hat{p} \in L^\infty(\Omega_T) \cap C([0, \bar{t}]; L^2(\mathbb{R})) \cap C^{0,1}(\Sigma, \bar{t} \times \mathbb{R}) \quad \text{for all } \sigma \in (0, \bar{t}), \supp_x(\hat{p}) \text{ bounded}
\]

the identity

\[
(p(\bar{t}, \cdot), \Delta y(\bar{t}, \cdot))_2 = (\hat{p}(0, \cdot), \Delta u_0)_2 + (\hat{p}_t + \hat{f}'(\hat{y}, y) \hat{p}_x + g(\cdot, y, \hat{u}_1) \hat{p}, \Delta y)_{2, \Omega_T}
\]

where we have used that \( g \) is by assumption affine linear w.r.t. \( y \). As we will show in section 3, it is possible to construct for given \( p^f \in C^0([0, \bar{t}]; \mathbb{R}) \) a reversible solution \( \hat{p} \) for the "averaged" adjoint equation

\[
\hat{p}_t + \hat{f}'(\hat{y}, y) \hat{p}_x = -g(\cdot, \hat{u}_1) \hat{p}, \quad (t, x) \in \Omega_T, \quad \hat{p}(\bar{t}, x) = \hat{f}(x), \quad x \in \mathbb{R}
\]

that has the regularity (9), see Corollary 15, as well as the following stability property, see Theorem 17: For all \( \sigma \in (0, \hat{t}), r \in [1, \infty) \) and any \( \varepsilon \)-neighborhood \( F_\varepsilon \) of the set of rarefaction centers \( F = \{ z \in \mathbb{R} : [u_0(z)] < 0 \} \) we have

\[
\| \hat{p} \|_\infty \leq M_p, \quad \supp_x(\hat{p}) \text{ uniformly bounded}
\]

with a constant \( M_p > 0 \). Hereby, \( \hat{p} \) satisfies again (9) and is the reversible solution of

\[
p_t + f'(y)p_x = -g(y, u_1)p, \quad (t, x) \in \Omega_T, \quad p(\bar{t}, x) = f(x), \quad x \in \mathbb{R}.
\]

Our aim is to take the limit in (10) for regular end data \( p^f \). Then we let \( p^f \) converge to \( \tilde{\psi} \), cf. (7), (8).

Clearly, the shift-differentiability result of Theorem 4 holds also for a slightly larger interval \( \bar{t} = [A - \rho, B + \hat{\rho}] \). We thus obtain with \( (\delta y, \delta x) = D_s y(\bar{t}, \cdot; u) \cdot \delta u \)

\[
(p^f, \Delta y(\bar{t}, \cdot))_{2, \bar{t}} = (p^f, \delta y^f)_{2, \bar{t}} + \sum_{k=1}^K \int_{x_k}^{x_{k+\delta x_k}} p^f(x) \, dx \ [y(\bar{t}, x_k; u)] + o(\|p^f\|_\infty \|\delta u\|_{\mathcal{U}_T}).
\]

Using (A1), (11), (12) and (14) we deduce from (10) that

\[
(p^f, \delta y^f)_{2, \bar{t}} + \sum_{k=1}^K p^f(x_k) [y(\bar{t}, x_k)] \delta x_k = (p(0, \cdot), \delta u_0)_2 + (g''(\cdot, y, u_1)p, \delta u_1)_{2, \Omega_T} + o(M_p \|\delta u\|_{\mathcal{U}_T})
\]

\[
+ O \left( \|p^f\|_{1, \mathbb{R}\setminus \bar{t}} + \sum_k \|p^f - p^f(x_k)\|_{1, [x_k, x_k+\delta x_k]} \right).
\]
On the other hand, in (3) has by Theorem 4 the derivative (7). Comparing (7) and (15), we would like to choose the discontinuous end data \( p^f = \overline{\psi}_y |_{t_1} \), which requires an extension of the admissible end data in (13). We will show in section 3, Corollary 15, that for end data
\[
p^f \in B_{\text{Lip}}(\mathbb{R}) \overset{\text{def}}{=} \left\{ p^f \in B(\mathbb{R}) : p^f \text{ is the pointwise everywhere limit of a sequence } (p^f_n) \text{ in } C^{0,1}(\mathbb{R}), (p^f_n) \text{ bounded in } C(\mathbb{R}) \cap W_{\text{loc}}^{1,1}(\mathbb{R}) \right\}
\]
there exists a reversible solution
\[
p \in B(\Omega_t) \cap C^{0,1}([0, \bar{t}]; L^1_{\text{loc}}(\mathbb{R})) \cap B([0, \bar{t}]; BV_{\text{loc}}(\mathbb{R})) \cap BV_{\text{loc}}(\Omega_{\bar{t}})
\]
of (13) such that for any such sequence \((p^f_n)\) in \( C^{0,1}(\mathbb{R}) \) and corresponding solution sequence \((p_n)\) of (13)
\[
p_n \to p \text{ boundedly everywhere on } ((0, \bar{t}] \times \mathbb{R}) \cup ([0, \bar{t}] \times (\mathbb{R} \setminus F)) \text{ and in } C([0, \bar{t}]; L^1_{\text{loc}}(\mathbb{R})).
\]
Since \( y(t, \cdot), y_d \in BV(I) \), it is easy to see that \( p^f = \overline{\psi}_y |_{t} \in B_{\text{Lip}}(\mathbb{R}) \) and without restriction we can choose the approximating sequence \((p^f_n)\) such that \( p^f_n \in C^{0,1}(I), p^f_n |_{(x_k, x_k + \delta x_k)} = \overline{\psi}_y(x_k) \).

With \( r > 1 \) from (6) we have \( \| \delta \overline{\psi}_y |_{t} \|_{r, f} \) and thus
\[
\| p^f_n - \overline{\psi}_y |_{t} \|_{r, f} = o(\| p^f_n - \psi |_{t} \|_{r, f} \| \delta u \|_{\mathcal{U}}),
\]
and thus \( p^f \) is the reversible solution of (13) for data \( p^f = \overline{\psi}_y \) given by (8). Although we have still to introduce appropriate reversible solutions of (11) and (13) having the stability properties (12) and (16), which will be done in the next section, we already state the following result.

**Theorem 5.** Let the assumptions of Theorem 4 hold. Then the gradient representation of \( J \) in (3) with respect to the scalar product of \( L^2(\mathbb{R}) \times L^2(\Omega_t) \) is given by (17), where \( p \) is the reversible solution of (13) for data \( p^f = \overline{\psi}_y \) given by (8).

**Remark 6.** We emphasize that the described approach for the derivation of the adjoint-based gradient representation can also be applied to systems of conservation laws. It is rigorous as soon as \( u \mapsto y(t, \cdot; u) \) is shift-differentiable and the averaged adjoint equation is stable with respect to coefficients and end data. \( \square \)

Before we turn to the study of transport equations of the form (11) and (13) in the next section we collect some properties of the coefficients. For convenience, we set
\[
\hat{a} \overset{\text{def}}{=} f^\prime(\hat{y}, y), \quad \hat{b} \overset{\text{def}}{=} g_y(\cdot, y, \hat{u}_1), \quad a \overset{\text{def}}{=} f^\prime(y), \quad b \overset{\text{def}}{=} g_y(\cdot, y, u_1).
\]
By the assumptions of Theorem 4 (A1) holds and \( g_y \) does not depend on \( y \). It is now not difficult to see that
\[
\hat{b}, b \in L^\infty(0, T; C^{0,1}(\mathbb{R})) \quad \text{and} \quad \hat{b} \to b \text{ in } L^\infty(0, T; C(\mathbb{R})) \text{ as } \| \delta u \|_{\mathcal{U}} \to 0.
\]
Moreover, we have by Proposition 1, (i)–(ii), that
\[
\hat{a} \to a \text{ in } L^1_{\text{loc}}(\Omega_T) \text{ and in } L^\infty(\Omega_T)\text{-weak}^* \text{ as } \| \delta u \|_{\mathcal{U}} \to 0.
\]
Finally, \( f'' > 0 \) and Oleinik’s condition (5) yield \( C > 0 \) and for any \( \varepsilon > 0 \) a constant \( M_\varepsilon > 0 \) with
\[
\hat{a}_x(t, \cdot), a_x(t, \cdot) \leq \frac{C}{\varepsilon}, \quad \hat{a}_x(t, \cdot) |_{\mathbb{R} \setminus F^\varepsilon}, a_x(t, \cdot) |_{\mathbb{R} \setminus F^\varepsilon} \leq M_\varepsilon \text{ for } \| \delta u \|_{\mathcal{U}} \leq 1
\]
in the sense of distributions, where \( F^\varepsilon \) denotes again the \( \varepsilon \)-neighborhood of \( F = \{ z \in \mathbb{R} : |u_0(z)| < 0 \} \).

Hereby and throughout we use the following convenient convention.

For \( F = \emptyset \) we set \( F^\varepsilon = \emptyset \) for all \( \varepsilon > 0 \).
The second estimate in (20) follows from (5) by using the $Lip^+$-boundedness of $u_0, \tilde{u}_0$ on $\mathbb{R} \setminus F$ and the finite propagation speed of $\tilde{y}, y$.

It remains to analyze the linear transport equations (11), (13) and to justify the stability properties (12) and (16). This will be carried out in the next section.

3 The adjoint equation: Linear transport equations with discontinuous coefficient

We consider the backward problem for a transport equation of the form

$$p_t + ap_x = -bp + c, \quad (t, x) \in \Omega_\tau \overset{\text{def}}{=} (0, \tau) \times \mathbb{R} \quad p(\tau, \cdot) = p^\tau,$$

where $\tau \in (0, T)$, $b, c \in L^\infty(0, T; C^{0,1}(\mathbb{R}))$ and $a \in L^\infty(\Omega_T)$ satisfies the one-sided Lipschitz condition (OSLC)

$$a_x(t, \cdot) \leq \alpha(t), \quad \alpha \in L^1(0, T),$$

or at least the weakened one-sided Lipschitz condition

$$a_x(t, \cdot) \leq \alpha(t), \quad \alpha \in L^1(\sigma, T), \quad \text{for all } \sigma \in (0, T).$$

As observed earlier, the latter case is appropriate if we want to consider the adjoint equation for solutions with rarefaction waves. The adjoint equation (13) and the averaged adjoint equation (11) are of the form (22). In view of (20) we use the more flexible assumption

$$a_x(t, \cdot) \leq \alpha(t), \quad \alpha \in L^1(\sigma, T), \quad \text{for all } \sigma \in (0, T), \quad a_x(t, \cdot)|_{\mathbb{R}\setminus E} \leq \bar{\alpha}(t), \quad \bar{\alpha} \in L^1(0, T)$$

with a closed set $E \subset \mathbb{R}$ and $\varepsilon$-neighborhood $E_\varepsilon$. This contains (23) if we choose $E = \emptyset$. Clearly, (20) implies (24) for all sets $E = F^{\varepsilon}_c$, $\varepsilon > 0$, with the convention (21).

Transport equations (22) have been studied in a different context by several authors under the strong OSLC (23). Conway [4] shows that under the strong OSLC (23) for Lipschitz continuous $b, c$ and any $p^\tau \in Lip(\mathbb{R})$ there exists a Lipschitz continuous solution to (22) which is not necessarily unique. For the non-uniqueness of Lipschitz solutions we refer to the simple $\text{sgn}$-example given by Conway [4] with $a(t, x) = -\text{sgn}(x)$ and $b, c \equiv 0$. Similar results were obtained in the context of uniqueness proofs for (1) in [10, 14] and of error estimates for approximate solutions of (1) in [17]. To ensure uniqueness and stability of solutions, Bouchut and James introduce in the recent paper [1] for $a$ satisfying the strong OSLC (23), $b, c \equiv 0$ and data $p^\tau \in Lip(\mathbb{R})$ special reversible solutions that are unique and stable with respect to $a$. The reversible solutions of [1] are not directly extendible to the general case $b, c \not\equiv 0$ but will nevertheless form the basis of our approach, since they provide a generalized backward flow associated with $a$ that will allow us to define reversible solutions by using the characteristic equation. The results of this section extend and augment the existing results in the following directions:

- We work under the weakened OSLC (24). This is essential to handle the adjoint equation (13) in the case of rarefaction waves.
- We admit discontinuous end data. We have already seen that this is essential to obtain the adjoint-based gradient representation (17) for tracking type functionals (3).
- We cover the nonhomogeneous case $b, c \not\equiv 0$ which is necessary to handle adjoint equations for conservation laws with source term, where $b \not\equiv 0$, as well as adjoint equations for cost functionals with distributed observation, where $c \not\equiv 0$.
- We will derive precise regularity results of reversible solutions, also for the case of the weakened OSLC (24). This yields in particular quite precise regularity results for the $L^2$-gradient (17) of (3).

To motivate our definition of reversible solutions of (22) it is instructive to consider the case of smooth coefficients and data. If $a, b, c, p^\tau$ are smooth then it is well known that (22) admits unique classical solutions given by the characteristic equation. In fact, let $D_0 = \{(s, t) \in \mathbb{R}^2 : 0 \leq t \leq s \leq T\}$ and define the characteristic backward flow $X : D_0 \times \mathbb{R} \rightarrow \mathbb{R}$ by requiring that for all $(t, x) \in \Omega_T$

$$X(t; t, x) = x, \quad \frac{d}{ds}X(s; t, x) = a(s, X(s; t, x)), \quad s \in [t, T].$$

(25)
Then the solution of (22) is given by the characteristic equation
\[
p(\tau, X(\tau; t, x)) = p^\tau(X(\tau; t, x))
\]
\[
\frac{d}{ds} p(s, X(s; t, x)) = (-bp + c)(s, X(s; t, x)), \quad s \in (t, \tau),
\]
\[
\left\{ (t, x) \in \Omega_T. \right\}
\]

Our definition of reversible solutions \( p \) for the case of discontinuous \( a \) can be motivated as follows: Obviously, the backward flow \( X \) satisfies the composition formula
\[
X(s; t, X(t; \sigma, z)) = X(s; \sigma, z) \quad \text{for all} \quad 0 \leq \sigma \leq t \leq s \leq T, \quad z \in \mathbb{R}.
\]
and with \( \sigma = 0 \) and \( x = X(t; 0, z) \) we see that (26) is equivalent to
\[
p(\tau, X(\tau; 0, z)) = p^\tau(X(\tau; 0, z)), \quad z \in \mathbb{R}
\]
\[
\frac{d}{dt} p(t, X(t; 0, z)) = (-bp + c)(t, X(t; 0, z)), \quad t \in (0, \tau),
\]
Moreover, since by (27) holds \( X(s; t, X(t; 0, z)) = X(s; 0, z) \) and \( X(s; s, x) = x \), we see by (28) that for any \( s \in (0, T] \) the function \( X(s; \cdot, \cdot) \) is the unique classical solution to
\[
X_t(s; \cdot) + aX_x(s; \cdot) = 0, \quad (t, x) \in (0, s) \times \mathbb{R}, \quad X(s; s, x) = x, \quad x \in \mathbb{R}.
\]
Thus, \( X(s; \cdot, \cdot) \) solves a homogeneous transport equation with coefficient \( a \) and can be defined as a reversible solution in the sense of Bouchut and James [1] also for the case, where \( a \in L^\infty(\Omega_T) \) satisfies the OSLC (23). This yields a definition of the generalized backward flow \( X \) that is stable with respect to perturbations – e.g., smoothing – of \( a \) and is thus consistent with the smooth case (it turns out that \( X(s; \cdot, t) \) is nothing else but the Filippov-solution of the ODE (25)). This justifies to use (28) for the definition of \( p \) and the stability of \( X \) will ensure the stability of \( p \) with respect to the coefficient \( a \).

3.1 Reversible solutions

We recall several results from Bouchut and James [1] that are the starting point of our approach. Denote by \( L_h \) the space of Lipschitz-continuous solutions to
\[
p_t + ap_x = 0, \quad (t, x) \in \Omega_T
\]
We have seen that solutions with prescribed end data \( p^\tau \) are in general not unique. To obtain uniqueness Bouchut and James define in [1] for the homogeneous case \( b, c \equiv 0 \) reversible solutions as follows:

Definition 7. (Reversible solution for \( b, c \equiv 0 \), [1])
\( p \in L_h \) is called reversible solution of (30) if there exist \( p_1, p_2 \in L_h \) such that \( (p_1)_x \geq 0, (p_2)_x \geq 0 \) and \( p = p_1 - p_2 \).

We have the following result of [1].

Theorem 8. (Existence and uniqueness of reversible solution for \( b, c \equiv 0 \), [1])
Let \( a \in L^\infty(\Omega_T) \) satisfy the OSLC (23). Then for any \( p^\tau \in Lip(\mathbb{R}) \) there exists a unique reversible solution \( p \in C^0(\Omega_T) \) of (30) with \( p(\tau, \cdot) = p^\tau \). Moreover,
\[
\|p(t, \cdot)\|_{\infty, J} \leq \|p^\tau\|_{\infty, J}, \quad \|p_x(t, \cdot)\|_{\infty, J} \leq c \int_{\tau}^{T} \|p^\tau_x\|_{\infty, J}
\]
with \( I = (x_1, x_2), J = (x_1 - \|a\|_{\infty}(\tau - t), x_2 + \|a\|_{\infty}(\tau - t)) \).

This convenient characterization of reversible solutions is not extendible to the case \( b \neq 0 \) or \( c \neq 0 \). However, we will use the following generalized backward flow for \( a \) introduced in [1] together with the characteristic equation (28):

Definition 9. (Generalized backward flow)
Let \( D_b = \{(s, t) \in \mathbb{R}^2 : 0 \leq t \leq s \leq T\} \) and let \( a \in L^\infty(\Omega_T) \) satisfy the OSLC (23). Then the generalized backward flow \( X \in Lip(D_b \times \mathbb{R}) \) associated with \( a \) is defined by the requirement that \( X(s; \cdot, \cdot) \) is for any \( s \in (0, T] \) the unique reversible solution to
\[
X_t(s; \cdot, \cdot) + aX_x(s; \cdot, \cdot) = 0, \quad (t, x) \in (0, s) \times \mathbb{R}, \quad X(s; s, x) = x, \quad x \in \mathbb{R}.
\]
Moreover, we set \( X(0; 0, x) = x \).

One can show [1] that \( X(s; t, x) \) satisfies

\[
\|X_s\|_{\infty, D_b \times \mathbb{R}} \leq \|a\|_{\infty}, \quad \|X_t\|_{\infty, \mathbb{R} \times D_b} \leq \|a\|_{\infty} e^{f^T_0}, \quad \|X_x(s; t, \cdot)\|_{\infty} \leq e^{f^x_t} \text{ for all } (s, t) \in D_b. \tag{31}
\]

Moreover, \( X_x \geq 0, x \mapsto X(s; t, x) \) is surjective for all \( (s, t) \in D_b \) and

\[
X_{xx}(s; t, x) \leq \alpha(s) X_x(s; t, x) \quad \text{for a.a. } s \in (0, T) \tag{32}
\]
on \( D_b \times \mathbb{R} \), see [1]. Thus, for arbitrary \( z_1 < z_2 \) and \( 0 \leq t \leq \sigma \leq s \leq T \) we obtain

\[
0 \leq X(s; t, z_2) - X(s; t, z_1) \leq X(\sigma; t, z_2) - X(\sigma; t, z_1) + \int_{\sigma}^{s} \alpha(r)(X(r; t, z_2) - X(r; t, z_1)) \, dr,
\]

and hence the Gronwall lemma yields

\[
0 \leq X(s; t, z_2) - X(s; t, z_1) \leq (X(\sigma; t, z_2) - X(\sigma; t, z_1)) e^{f^x_s} \text{ for all } t \leq \sigma \leq s \leq T. \tag{33}
\]

Moreover, it is shown in [1] that the composition formula (27) holds and that for any \( (t, x) \in \Omega_T \)

\[
X_s(s; t, x) \in [a(s, X(s; t, x) +), a(s, X(s; t, x) -)] \quad \text{for a.a. } s \in (0, T). \tag{34}
\]

We recall that the one-sided Lipschitz condition \((23) \text{ or } (24)\) implies that \( a(t, \cdot) \in BV_{loc}(\mathbb{R}) \) for a.a. \( t \) and thus the left- and right-sided limits in \((34)\) exist.

**Remark 10.** (34) shows that \( X(\cdot; t, x) \) is a solution of \((25)\) in the sense of Filippov [6]. On the other hand, it is shown in [6] that the strong OSLC \((23)\) implies existence and uniqueness of Filippov-solutions for \((25)\). Thus, the generalized backward flow \( X \) of Definition 9 coincides with the unique flow obtained by solving \((25)\) in the sense of Filippov.

In the case of the adjoint equation \((22)\) we have \( a = f'(y) \) with the solution \( y \) of \((1)\). Thus, \( X(\cdot; t, x) \) is nothing else but the generalized forward characteristic through \((t, x)\) in the sense of Dafermos [5].

For our analysis the following stability result of [1] for the generalized backward flow \( X \), which extends a classical stability result of Filippov-solutions [6], will be important.

**Theorem 11.** (Stability of the generalized backward flow, [1, Thm. 4.1.15])

Let \( (a_n) \) be a bounded sequence in \( L^\infty(\Omega_T) \) with \( a_n \to a \) in \( L^\infty(\Omega_T) \)-weak* and let for a bounded sequence \( (\alpha_n) \) in \( L^1(0, T) \) the OSLCs hold

\[
(a_n)_x(t, \cdot) \leq \alpha_n(t), \quad a_x(t, \cdot) \leq \alpha(t) \quad \text{for a.a. } t \in (0, T).
\]

Denote by \( X_n \) and \( X \) the generalized backward flows associated with \( a_n \) and \( a \) according to Definition 9, respectively. Then it holds \( X_n \to X \) in \( C(D_b \times [-R, R]) \) for all \( R > 0 \).

Finally, it is shown in [1] that for \( b, c \equiv 0 \) the reversible solution of \((22)\) is given by \( p(t, x) = p^T(X(\tau; t, x)) \) and is thus the broad solution according to \((28)\) defined along the generalized characteristics. This motivates our following definition of reversible solutions for \((22)\) in the general case \( b, c \not\equiv 0 \).

**Definition 12.** (Reversible solution)

Denote by \( B(\mathbb{R}) \) the Banach space of bounded functions equipped with the \( \sup \)-norm and let

\[
p^T \in B_{Lip}(\mathbb{R}) \overset{\text{def}}{=} \left\{ w \in B(\mathbb{R}) : w \text{ is the pointwise everywhere limit of a sequence } (w_n) \text{ in } C^{0,1}(\mathbb{R}), (w_n) \text{ bounded in } C(\mathbb{R}) \cap W^{1,1}_{loc}(\mathbb{R}) \right\}
\]

Let \( a \in L^\infty(\Omega_T), a_x(t, \cdot) \leq \alpha(t), \alpha \in L^1(0, T) \) and \( b, c \in L^\infty(0, T; C^{0,1}(\mathbb{R})) \). Then a reversible solution of \((22)\) is defined as follows. For any \( z \in \mathbb{R} \) define \( p(t, X(t; 0, z)) \) as solution of

\[
\begin{align*}
p(\tau, X(\tau; 0, z)) &= p^T(0, z), & \frac{d}{dt} p(t, X(t; 0, z)) &= (-bp+c)(t, X(t; 0, z)) \quad \text{for a.a. } t \in (0, \tau). \tag{35}
\end{align*}
\]

If merely \( \alpha \in L^1(\sigma, T) \) for all \( \sigma > 0 \) holds then we define \( p \) first on the domains \( (\sigma, T) \times \mathbb{R} \) and then on \( \Omega_T \) by exhaustion.
In order to handle the weakened OSLC (24) the following observation is important.

**Remark 13.** The composition formula (27) yields the identity $X(t; s, x) = X(t; 0, z)$ with $x = X(s; 0, z)$ for $s \leq t \leq T$. Therefore, as in the classical case (35) implies that $p$ satisfies for all $0 \leq s < \tau$ and $x \in \mathbb{R}$

$$p(\tau, X(\tau; s, x)) = p(\tau, X(\tau; s, x)), \quad \frac{d}{dt} p(t, X(t; s, x)) = (-bp + c)(t, X(t; s, x)) \text{ for a.a. } t \in [s, \tau].$$

Thus, for $0 \leq \sigma < s \leq \tau$ the reversible solution of (22) on $(\sigma, \tau) \times \mathbb{R}$ is an extension of the reversible solution of (22) on $(s, \tau) \times \mathbb{R}$. This justifies the construction of $p$ by exhaustion in the case of the weakened OSLC (24). Moreover, we see from (31) that $p(s, x)$ depends only on the values of $a$, $b$ and $c$ in the triangle \{(t, z) \in \Omega_T : t \in [s, \tau], \ z \in [x - ||a||_\infty(t-s), x + ||a||_\infty(t-s)]\}.

3.2 Existence and uniqueness of reversible solutions

We are now in the position to show the following existence and uniqueness result.

**Theorem 14.** (Existence, uniqueness and regularity of reversible solutions under strong OSLC)

Let $\alpha \in L^\infty(\Omega_T)$ satisfy the OSLC (23). Let $b, c \in L^\infty(0, T; C^{0,1}(\mathbb{R}))$. Then the following holds:

For all $p^* \in C^{0,1}(\mathbb{R})$ there exists a unique reversible solution $p$ of (22). Moreover, $p \in C^{0,1}(\Omega_T)$ and $p$ solves (22) almost everywhere on $\Omega_T$. Furthermore, $\|p\|_{p \in C^{0,1}(\Omega_T^\sigma)}$ has independently of $\tau$ a bound depending on $\|b\|_{L^\infty(0,T;C^{0,1}(\mathbb{R}))}, \|c\|_{L^\infty(0,T;C^{0,1}(\mathbb{R}))}, \|p^*\|_{C^{0,1}(\mathbb{R})}, \|a\|_\infty, \text{ and } ||a||_1$. Finally, for all $t \in [0, \tau]$, $z_1 < z_2$ and $0 \leq s < s' \leq \tau$ with

$$I = [z_1, z_2], \quad J = [z_1 - ||a||_\infty(\tau-t), z_2 + ||a||_\infty(\tau-t)], \quad I^s_\delta = [s, \hat{s}] \times I, \quad J^s_\delta = [t, \tau] \times J$$

the following estimates hold:

$$\|p(t)\|_{B(I)} \leq (\|p^*\|_{B(J)} + \|c\|_{L^1(0,\tau;B(J))})e^{\|b\|_{L^1(0,\tau;B(J))}},$$

$$\|p_s(t)\|_{1,I} \leq (\|p^*\|_{1,J} + \|b\|_{1,J^s}p\|_{\infty,J^s} + \|c\|_{1,J^s})e^{\|b\|_{L^1(0,\tau;B(J))}},$$

$$\|p_t\|_{1,I} \leq (\hat{s} - s) (|b|_{L^\infty(s,\hat{s};L^1(I))} + ||a||_{\infty,J^s}) |p^*|_{L^\infty(s,\hat{s};L^1(I))}.$$ (39)

In particular, one has with constants $C, M$ depending on $\|p^*\|_{C^{0,1}(\mathbb{R})}, \|a\|_\infty, |0,\tau] \times J, \|b\|_{L^\infty(0,\tau;W^{1,1}(\mathbb{R}))}$ and $\|c\|_{L^\infty(0,\tau;W^{1,1}(\mathbb{R}))},$ but not depending on $\alpha$

$$\|p\|_{W^{1,1};(0,\tau]} \leq M, \quad \|p(s) - p(\hat{s})\|_{1,I} \leq C (\hat{s} - s).$$ (40)

Before we prove this theorem, we state the following corollary that gives an existence and uniqueness result under the weakened OSLC (24) and covers also the case of discontinuous end data.

**Corollary 15.** (Existence and uniqueness under weakened OSLC and for discontinuous end data)

Let the assumptions of Theorem 14 hold with the relaxation that only the weakened OSLC (24) is satisfied for a closed set $E \subset \mathbb{R}$. Then the following holds:

(i) For any $p^* \in C^{0,1}(\mathbb{R})$ there exists a unique reversible solution $p$ of (22). Moreover, for all $\sigma \in (0, \tau)$ and $\varepsilon > 0$ we have the convention (21)

$$p \in B(\Omega_T) \cap C^{0,1}([\sigma, \tau] \times \mathbb{R}) \cap C^{0,1}([0, \tau] \times (\mathbb{R} \setminus E_\varepsilon)) \cap C^{0,1}([0, \tau]; L^1_{loc}(\mathbb{R})) \cap B([0, \tau]; BV_{loc}(\mathbb{R})), \quad (37) - (40) \text{ hold for all } t \in (0, \tau) \text{ and } p \text{ satisfies (36) for all } s \in (0, \tau).$$

Finally, $\|p\|_{C^{0,1}([0,\tau] \times (\mathbb{R} \setminus E_\varepsilon))}$ has independently of $\tau$ a bound depending on $\varepsilon, \|b\|_{L^\infty(0,T;C^{0,1}(\mathbb{R}))}, \|c\|_{L^\infty(0,T;C^{0,1}(\mathbb{R}))}, \|p^*\|_{C^{0,1}(\mathbb{R})}, \|a\|_\infty,$ and $||a||_1.

(ii) For end data $p^* \in B_{Lip}(\mathbb{R})$ there exists a unique reversible solution $p \in B(\Omega_T)$ according to Definition 12. Moreover, $p$ satisfies the pointwise bound (37) and

$$p \in B(\Omega_T) \cap C^{0,1}([0, \tau]; L^1_{loc}(\mathbb{R})) \cap B([0, \tau]; BV_{loc}(\mathbb{R})) \cap BV_{loc}(\Omega_T^\sigma).$$

Let $(p_n^*)$ be any sequence in $C^{0,1}(\mathbb{R})$ that is bounded in $C(\mathbb{R}) \cap W^{1,1}_{loc}(\mathbb{R})$ and converges pointwise everywhere to $p^*$. Then the corresponding reversible solutions $p_n$ of (22) according to (ii) satisfy

$$p_n \to p \text{ boundedly everywhere on } ((0, \tau] \times \mathbb{R}) \cup ([0, \tau] \times (\mathbb{R} \setminus E)) \text{ and in } C([0, \tau]; L^1_{loc}(\mathbb{R})).$$
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We prove now Theorem 14 and subsequently Corollary 15.

**Proof of Theorem 14.** We show first that \( p \) is well defined. Let \((t,x) \in \Omega_T\) be arbitrary. Since \( z \mapsto X(t;0,z) \) is surjective, there is \( z \in \mathbb{R} \) with \( x = X(t;0,z) \). Now (35) defines the values of \( p \) on the curve \((s,X(s;0,z))\), \( t \leq s \leq \tau \). If \( z \) is not unique then we get for all \( \hat{z} \) with \( x = X(t;0,\hat{z}) \) by (33) that \( X(s;0,\hat{z}) = X(s;0,z) \) for all \( s \in [t,T] \). Thus, the definition does not depend on the choice of \( z \).

By (31) we see that \( X(s;0,z) \in J \) for all \( x \in I \) and \( s \in [t,T] \). Thus, (35) gives for all \( z \) with \( x = X(t;0,z) \in I \) and \( s \in [t,\tau] \)

\[
|p(s,X(s;0,z))| \leq |p^T|_{B(J)} + |c|_{L^1([t,\tau];B(J))} + \int_s^\tau |b(r)|_{B(J)}|p(r,X(r;0,z))| \, dr.
\]

Now the Gronwall lemma yields (37). Hence, there exists a unique \( p \in B(\Omega_T) \) satisfying (35).

We show that \( p \) is Lipschitz-continuous. Let \( z_1 < z_2 \) be arbitrary. Then

\[
\Delta p(t) \overset{\text{def}}{=} p(t,X(t;0,z_2)) - p(t,X(t;0,z_1))
\]
satisfies

\[
\frac{d}{dt}\Delta p(t) = c(t,X(t;0,z_2)) - c(t,X(t;0,z_1)) - b(t,X(t;0,z_2))\Delta p(t)
\]

\[- (b(t,X(t;0,z_2)) - b(t,X(t;0,z_1)))p(t,X(t;0,z_1)).
\]

Thus, setting \( I(t) = [X(t;0,z_1),X(t;0,z_2)] \) we get for all \( t \in [0,\tau] \)

\[
|\Delta p(t)| \leq \int_t^\tau |b(s)|_{B(I(s))}|\Delta p(s)| \, ds + |p^T(X(t;0,z_2)) - p^T(X(t;0,z_1))|
\]

\[
+ \int_t^\tau |p(s)|_{B(I(s))}|b(s,X(s;0,z_2)) - b(s,X(s;0,z_1))| \, ds
\]

\[
+ \int_t^\tau |c(s,X(s;0,z_2)) - c(s,X(s;0,z_1))| \, ds.
\]

Hence, we have by (33) with \( \Delta X(t) \overset{\text{def}}{=} X(t;0,z_2) - X(t;0,z_1) \)

\[
|\Delta p(t)| \leq ((|p^T|_{\infty} + |b|_{L^1(0,\tau;C^{0,1})})|p|_{B(\Omega_T)} + |c|_{L^1(0,\tau;C^{0,1})}) e^{\int_t^\tau \alpha \Delta X(s)} + \int_t^\tau |b(s)|_{B(I(s))}|\Delta p(s)| \, ds
\]

and by Gronwall for all \( t \in [0,\tau] \)

\[
|\Delta p(t)| \leq \Delta X(t)((|p^T|_{\infty} + |b|_{L^1(0,\tau;C^{0,1})})|p|_{B(\Omega_T)} + |c|_{L^1(0,\tau;C^{0,1})}) e^{\int_0^\tau |b|_{B(I(s))}|p|_{B(\Omega_T)} + |c|_{B(\Omega_T)} + |a|_{\infty} |p_x|_{B(\Omega_T)}}
\]

This yields a uniform bound for \( |p_x|_{\infty} \). Finally, let \( z \in \mathbb{R} \) and \( t, \hat{t} \in [0,\tau], t < \hat{t} \), be arbitrary then by (31)

\[
|p(\hat{t},X(\hat{t};0,z)) - p(t,X(t;0,z))| \leq |p(\hat{t},X(\hat{t};0,z)) - p(t,X(\hat{t};0,z))|
\]

\[
+ |p(\hat{t},X(\hat{t};0,z)) - p(\hat{t},X(t;0,z))|
\]

\[
\leq ((|b|_{B(\Omega_T)}|p|_{B(\Omega_T)} + |c|_{B(\Omega_T)} + |a|_{\infty} |p_x|_{B(\Omega_T)})(\hat{t} - t).
\]

Hence, \( p \in C^{0,1}(\Omega_T) \) and one easily checks that \( |p|_{C^{0,1}(\Omega_T^\omega)} \) is bounded by a constant only depending on the asserted quantities.

Finally, \( p \) solves (22) a.e. in \( \Omega_T \). In fact, for a.a. \((t,x) = (t,X(t;0,z)) \) in \( \Omega_T \) the Lipschitz-function \( p \) is differentiable. Moreover, since \( a(t,\cdot) \in BV_{loc}(\mathbb{R}) \) for a.a. \( t \) by the one-sided Lipschitz condition, we have \( a(t,x-) = a(t,x+) \) for a.a. \((t,x) \in \Omega_T \) and thus from (34) that

\[
X^*_s(t;0,z) = a(t,X(t;0,z))
\]

for a.a. \((t,x) = (t,X(t;0,z)) \). Now the chain rule yields with (35) that (22) is satisfied for all these \((t,x)\).

Since for \( w \in C^{0,1}(I(t)) \) holds \( |w|_{TV(I(t))} = |w_x|_{1,I(t)} \), see for example [8], we find for arbitrary \( \varepsilon > 0 \) points \( x_0 < x_1 \ldots < x_N \) in \( I(t) \) such that

\[
|p_x(t)|_{1,I(t)} \leq \sum_{i=1}^N |p(t,x_i) - p(t,x_{i-1})| + \varepsilon.
\]
Summing (41) for the pairs \( x_{i-1}, x_i \) instead of \( z_1, z_2 \) yields thus for all \( 0 \leq t \leq \tau \)
\[
\|p_x(t)\|_{1,I(t)} \leq \varepsilon + \int_t^\tau \|b(s)\|_{\infty,I(s)} \|p_x(s)\|_{1,I(s)} \, ds + \|p_x^r\|_{1,I(\tau)}
\]
\[
+ \int_t^\tau \|(p(s)\|_{\infty,I(s)} \|b_x(s)\|_{1,I(s)} + \|c_x(s)\|_{1,I(s)} \, ds.
\]
Since \( \varepsilon > 0 \) was arbitrary, the same holds for \( \varepsilon = 0 \). With \( I = I(t) \) and \( J = \{X(t; 0, z_1) - \|a\|_{\infty}(\tau - t), X(t; 0, z_2) + \|a\|_{\infty}(\tau - t)\} \) holds \( I(s) \subset J \) for \( s \leq \tau \) by (31). Now (38) follows by Gronwall.

Since \( p \) solves (22) a.e. in \( \Omega_\tau \), we get for arbitrary \( 0 \leq s < \tau \) and \( I_\delta^s = [s, s + I] \times \Omega_\tau \)
\[
\|p_x\|_{1,I_\delta} \leq \|bp - c\|_{1,I_\delta} + \|a\|_{\infty,I_\delta} \|p_x\|_{1,I_\delta} \leq (\delta - s)(\|bp - c\|_{L_\infty(s, \hat{\delta}; L_1(I_\delta^s))} + \|a\|_{\infty,I_\delta} \|p_x\|_{L_\infty(s, \hat{\delta}; L_1(I_\delta^s))}).
\]
This is exactly (39). Now (40) follows directly from (37)–(39). Hereby, we use that \( W^{1,1}(J) \subset C(J) \).

**Proof of Corollary 15.** (i): The assertions follow by applying Theorem 14 on \((\sigma, \tau) \times \mathbb{R}\) and letting \( \sigma \to 0^+ \).
In fact, for any \( \sigma \in (0, \tau) \), the reversible solution is given by (36) for \( s = \sigma \) and satisfies (37)–(40) on \((\sigma, \tau) \times \mathbb{R}\). Moreover, \( p \) satisfies (36) by Remark 13 also for all \( s \in (\sigma, \tau) \). Therefore, the reversible solution obtained for some \( \sigma > 0 \) is an extension for all reversible solutions corresponding to larger \( \sigma \) which justifies the definition of \( \rho \) by expansion of \( \Omega_\tau \).

Now (40) yields \( p \in C^{0,1}((0, \tau]; L^1_{loc}(\mathbb{R})) \cap B((0, \tau]; W^{1,1}_{loc}(\mathbb{R})) \), and we may therefore extend \( p \) uniquely to \( C^{0,1}([0, \tau]; L^1_{loc}(\mathbb{R})) \). Clearly, \( p \) satisfies (37)–(40) for \( t \in (0, \tau) \). Since \( p(t, \cdot) \) is for \( t > 0 \) by (40) uniformly bounded in \( W^{1,1}_{loc}(\mathbb{R}) \subset B \) \( \cap BV_{loc}(\mathbb{R}) \) and \( p(t, \cdot) \to p(0, \cdot) \) in \( L^1_{loc}(\mathbb{R}) \) for \( t \to 0^+ \), we obtain \( \rho(0, \cdot) \in BV_{loc}(\mathbb{R}) \) by the lower semicontinuity of \( \| \cdot \|_{BV} \) under \( L^1 \)-convergence [8]. Together with \( p \in B((0, \tau]; W^{1,1}_{loc}(\mathbb{R})) \) we conclude that \( p \in B((0, \tau]; BV_{loc}(\mathbb{R})) \).

Now let \( E \) be a closed set such that \( a_x(t, \cdot) \mid_{E \cup \overline{E}} \leq \hat{\alpha}(t) \) with some \( \hat{\alpha} \in L^1(0, T), \) cf. (24). Let \( E_\varepsilon \) be an arbitrary \( \varepsilon \)-neighborhood of \( E \) and set \( \hat{\alpha} = a(1 - \varphi) \) with the function
\[
\varphi(t, x) = 1_{[0, \varepsilon/(1 + 4|a|_{\infty})]}(t) \max\{0, 1 - 4 \text{dist}(x, E_\varepsilon/4)/\varepsilon\}.
\]
(43)
Then \( \varphi \) is Lipschitz with respect to \( x \) and \( \text{supp} \varphi \subset [0, \varepsilon/(1 + 4|a|_{\infty})] \times E_\varepsilon/2 \). Since \( a \) satisfies also the weak OSLC (24), we have obviously \( \hat{\alpha}_x \leq \hat{\alpha} \) for some \( \hat{\alpha} \in L^1(0, T) \). Denote by \( \hat{p} \) the reversible solution for \( a \) replaced by \( \hat{a} \). Then \( \hat{p} \in C^{0,1}(\Omega_{\hat{\varepsilon}}^\tau) \) by Theorem 14. Now the values of \( p|_{[0, \hat{\varepsilon}] \times (\mathbb{R} \setminus E_\varepsilon)} \) and \( \hat{p}|_{[0, \hat{\varepsilon}] \times (\mathbb{R} \setminus E_\varepsilon)} \) depend by Remark 13 only on the values of \( a \) and \( \hat{a} \) outside the support of \( \varphi \) and there \( a \) coincides with \( \hat{a} \). Hence, we have \( p|_{[0, \hat{\varepsilon}] \times (\mathbb{R} \setminus E_\varepsilon)} = \hat{p}|_{[0, \hat{\varepsilon}] \times (\mathbb{R} \setminus E_\varepsilon)} \) which yields \( p \in C^{0,1}((0, \tau] \times (\mathbb{R} \setminus E_\varepsilon)) \). The bound for the norm now follows from Theorem 14. If \( E = \emptyset \) then the strong OSLC (23) holds and we can clearly choose \( E = E_\varepsilon = \emptyset \) by Theorem 14.

(ii): Exactly as at the beginning of the proof of Theorem 14 we obtain that the reversible solution according to Definition 12 exists, is unique and satisfies the bound (37) for \( t > 0 \). In particular, we have \( p \in B(\Omega_\tau) \).

Now let \( (p_n) \) be a sequence in \( C^{0,1}(\mathbb{R}) \), bounded in \( C(\mathbb{R}) \cap W^{1,1}_{loc}(\mathbb{R}) \), that converges pointwise everywhere to \( p^r \) and denote the corresponding reversible solutions of (22) by \( p_n \). Then \( (p_n) \) is bounded in \( B(\Omega_\tau) \) by (37). Now \( p_n - p \) satisfies (36) with \( c = 0 \) and \( p_n - p^r \) instead of \( p^r \) for all \( s > 0 \). Applying the Gronwall lemma yields for all \( t, x \in \Omega_\tau \) and with \( x \) such that \( x = X(t; s, z) \) similarly as in (37) for all \( t \in (s, \tau] \)
\[
\|p_n - p\|_{t,x} \leq \|p_n - p^r\|_{t,x} \|X(\tau; s, z)\|_{\infty, [s, \tau]}(\tau - t).
\]
This shows that \( p_n \to p \) everywhere on \((0, \tau] \times \mathbb{R}\), and boundedly everywhere, since \( (p_n) \) is bounded in \( B((0, \tau] \times \mathbb{R}) \) by (37).

Moreover, \( (p_n) \) is bounded in \( C^{0,1}((0, \tau]; L^1_{loc}(\mathbb{R})) \cap B((0, \tau]; BV_{loc}(\mathbb{R})) \cap W^{1,1}_{loc}(\Omega_{\hat{\varepsilon}}^\tau) \) by (40) in Theorem 14 and the arguments in the proof of (i), since \( (p_n^r) \) is bounded in \( W^{1,1}_{loc}(\mathbb{R}) \). Now \( p_n \to p \) boundedly everywhere on \((0, \tau] \times \mathbb{R}\) implies that \( p_n(t, \cdot) \to p(t, \cdot) \) in \( L^1_{loc}(\mathbb{R}) \) boundedly for all \( t \in (0, \tau] \). Therefore, we have also \( p \in C^{0,1}((0, \tau]; L^1_{loc}(\mathbb{R})) \). Moreover, we conclude by an Arzela-Ascoli argument that \( p_n \to p \) in \( C((0, \tau]; L^1_{loc}(\mathbb{R})) \); we have \( p_n(t, \cdot) \to p(t, \cdot) \) in \( L^1_{loc}(\mathbb{R}) \) for all \( t \) in a dense countable subset of \([0, \tau] \) and get now uniform convergence by using the uniform Lipschitz-continuity. In particular, the boundedness of \( (p_n) \) in \( B((0, \tau]; BV_{loc}(\mathbb{R})) \cap W^{1,1}_{loc}(\Omega_{\hat{\varepsilon}}^\tau) \) yields \( p \in B((0, \tau]; BV_{loc}(\mathbb{R})) \cap BV_{loc}(\Omega_{\hat{\varepsilon}}^\tau) \) by the lower semicontinuity of the \( BV \)-norm under \( L^1 \)-convergence.
Now let $E$ be a closed set such that $a_x(t, \cdot)|_{R \times E} \leq \hat{\alpha}(t)$ with some $\hat{\alpha} \in L^1(0, T)$, cf. (24). If $E = \emptyset$ then the strong OSLC (23) holds and thus (36) is satisfied also for $s = 0$ by Theorem 14. Hence, $p_n \to p$ converges even boundedly everywhere on $[0, \tau] \times \mathbb{R}$.

If $E \neq \emptyset$ we have to show that $p_n(0, \cdot) \to p(0, \cdot)$ boundedly everywhere on the open set $R \setminus E$. We know by (i) that $p_n \in C([0, \tau] \times (\mathbb{R} \setminus E))$ and $(p_n)$ is bounded in $B((0, \tau) \times \mathbb{R})$. Thus, $(p_n)$ is in $B((0, \tau) \times (\mathbb{R} \setminus E))$ and it remains to show that $p_n(0, x) \to p(0, x)$ for all $x \in \mathbb{R} \setminus E$. Let any such $x$ be given. Then for $\varepsilon > 0$ small enough we have $x \notin E_\varepsilon$. With $\varphi$ as in (43) we set again $\hat{\alpha} = a(1 - \varphi)$ and denote by $\tilde{p}_n$, $\tilde{p}$ the reversible solutions for $\hat{\alpha}$ instead of $a$. As in the proof of (i) $\hat{\alpha}$ satisfies the strong OSLC $\hat{\alpha}_x \leq \hat{\alpha} \in L^1(0, T)$ and therefore $\tilde{p}_n \to \tilde{p}$ boundedly everywhere on $[0, \tau] \times \mathbb{R}$ as we have already shown. But as in the proof of (i) we conclude with Remark 13 that $\tilde{p}_n(0, x) = p_n(0, x)$ and $\tilde{p}(0, x) = p(0, x)$. \hfill $\square$

3.3 Stability of reversible solutions

We study now the stability properties of reversible solutions with respect to the coefficients $a, b, c$ and the end data. Our aim is to prove in particular the stability property (12) if the coefficients converge in the sense (18), (19). The following stability result extends a similar result of [1] for the case $b = c \equiv 0$ to the case $b, c \neq 0$. A further extension to the weakened OSLC (24) will follow in Theorem 17.

**Theorem 16.** (Stability of reversible solutions under strong OSLC)

Let the following assumptions hold:

(a) $(a_n)$ is a bounded sequence in $L^\infty(\Omega_T)$ with $a_n \to a$ in $L^\infty(\Omega_T)$-weak* and for a bounded sequence $(\alpha_n)$ in $L^1(0, T)$ the OSLCs hold

\[
(a_n)(t, x) \leq \alpha_n(t), \quad a_x(t, x) \leq \alpha(t) \quad \text{for a.a. } t \in (0, T),
\]

(b) $(b_n), (c_n)$ are sequences in $L^\infty(0, T; C^{0,1}(\mathbb{R}))$, bounded in $L^1(0, T; C(\mathbb{R}))$, with $b_n \to b$, $c_n \to c$ in $L^1(0, T; C_{\text{loc}}(\mathbb{R}))$, where $b, c \in L^\infty(0, T; C^{0,1}(\mathbb{R}))$.

(c) $(p^\tau_n)$ is a sequence in $C^{0,1}(\mathbb{R})$, bounded in $C(\mathbb{R})$, with $p^\tau_n \to p^\tau$ in $C_{\text{loc}}(\mathbb{R})$, where $p^\tau \in C^{0,1}(\mathbb{R})$.

Then the reversible solutions $p_n$ of

\[
|p_n(t) + a_n p_n x| = p_n(t, x) = p^\tau
\]

satisfy

\[
p_n \to p \quad \text{in } C([0, \tau] \times [-R, R])
\]

for all $R > 0$, where $p$ is the reversible solution of (22).

**Proof.** Denote by $X$ and $X_n$ the backward flows according to Definition 9 for $a$ and $a_n$, respectively. By Theorem 11 it holds $X_n \to X$ in $C(D_b \times [-R, R])$ for any $R > 0$. By the definition of reversible solutions we have for all $z \in \mathbb{R}$

\[
p_n(t, X_n(t; 0, z)) = p^\tau_n(\cdot; 0, z) = -b_n p_n + c_n, \quad p_n(t, \cdot) = p^\tau_n(\cdot; 0, z).
\]

For the reversible solution $p$ of (22) holds (35). Fix some $R > 0$ and consider an arbitrary $(t, x) \in [0, T] \times [-R, R]$. There exist $z, x_n \in \mathbb{R}$ with $x = X(t; 0, z) = X_n(t; 0, x_n)$ and we have $X(s; 0, z), X_n(s; 0, z_n) \in \mathbb{R} - M_a \tau, M_a \tau$ according to (31) for all $s \in [t, \tau]$ with an upper bound $M_a$ for $\|a_n\|_\infty$ and $\|a\|_\infty$. Since $X(s; t, x) = X(s; 0, z)$ and $X_n(s; t, x) = X_n(s; 0, x_n)$ by (27), we have for a.a. $s \in (t, \tau)$

\[
|p_n(t, X_n(t; 0, x_n)) - p_n(t, X(t; 0, z))| = \frac{d}{ds} p_n(t, X(t; 0, z)) = (-b_n p_n + c_n)(t, X(t; 0, z)).
\]

Therefore, the difference $\Delta p_n(s) \equiv p(s, X(s; t, x)) - p_n(s, X_n(s; t, x))$ satisfies

\[
|\Delta p_n(t)| = |p^\tau(X(t; t, x)) - p^\tau_n(X(t; t, x))| \leq \|p^\tau - p^\tau_n\|_{C(J)} + \|p^\tau_n\|_{\infty, J}\|X - X_n\|_{C(D_b \times J)}
\]
and for a.a. \( s \in (t, \tau) \)
\[
\frac{d}{ds} \Delta p_n(s) = (b_n(s, X_n(s; t, x)) - b(s, X(s; t, x)))p(s, X(s; t, x))
- b_n(s, X_n(s; t, x))\Delta p_n(s) + c(s, X(s; t, x)) - c_n(s, X_n(s; t, x)).
\]

Thus, we get with \( J_\tau \defeq [0, \tau] \times J \)
\[
|\Delta p_n(s)| \leq \|p\|_{C(J)} \|b_n - b\|_{L^1(0,\tau;C(J))} + \|b_x\|_{L^1(0,\tau;L^\infty(J))} \|X - X_n\|_{C(D_1 \times J)} + \|c_n - c\|_{L^1(0,\tau;C(J))}
+ \|c_x\|_{L^1(0,\tau;L^\infty(J))} \|X - X_n\|_{C(D_1 \times J)} + |\Delta p_n(\tau)| + \int_s^\tau |b_n(\cdot, \cdot)|_{C(J)} \Delta p_n(\tau) \, dr
\]
\[
\defeq \eta_n + \int_s^\tau \|b_n(\cdot, \cdot)\|_{C(J)} \Delta p_n(\tau) \, dr.
\]

Obviously, this inequality holds for all \((t, x) \in [0, \tau] \times [-R, R]\) and \( \eta_n \) does not depend on \((t, x) \in [0, \tau] \times [-R, R]\). Now the Gronwall lemma yields
\[
|p(t, x) - p_n(t, x)| = |\Delta p_n(t)| \leq \eta_n e^{\|b_n\|_{L^1(0,\tau;C(J))}}
\]
for all \((t, x) \in [0, \tau] \times [-R, R]\). By assumptions (a)–(c), (37), and (45) we see that \( \|b_n\|_{L^1(0,\tau;C(J))} \)

We have already observed that only the weakened OSLC (24) is satisfied if the initial data have an up-jump (which generates a rarefaction wave), cf. (20). In this case we have the following variant of Theorem 16.

**Theorem 17.** (Stability of reversible solutions under weakened OSLC)

Let the assumptions (a)–(c) of Theorem 16 hold with the following modifications:

(a) In (a) the sequence \((\alpha_n)\) is bounded in \(L^1(\sigma, T)\) and \(\alpha \in L^1(\sigma, T)\) merely for all fixed \(\sigma > 0\).
(b) In (b) the sequences \((b_n), (c_n)\) are in addition bounded in \(L^\infty(0, T; W^{1,1}_{loc}(\mathbb{R}))\).
(c) In (c) the sequence \((\eta_n)\) is in addition bounded in \(W^{1,1}_{loc}(\mathbb{R})\).

Then the reversible solutions \(p_n\) of (44) are uniformly bounded in \(B(\Omega_\tau) \cap W^{1,1}(0, \tau) \times (-R, R)) \cap C^{0,1/r}([0, \tau]; L^r(-R, R))\) for all \(r \in [1, \infty)\) and \(R > 0\). Moreover,

\[
p_n \to p \quad \text{in} \quad C([\sigma, T] \times [-R, R]) \cap C([0, \tau]; L^r(-R, R))
\]

for all \(\sigma > 0\), \(R > 0\) and \(r \in [1, \infty)\), where \(p\) is the reversible solution of (22).

If in addition \(E\) is a closed set such that \(a_n(t, \cdot)|_{\mathbb{R} \setminus E} \leq \tilde{\alpha}(t), \tilde{\alpha} \in L^1(0, T), (a_n)_x(t, \cdot)|_{\mathbb{R}} \leq \tilde{\alpha}_n(t), (\tilde{\alpha}_n)\)
bounded in \(L^1(0, T)\), then one has moreover

\[
p_n \to p \quad \text{in} \quad C([0, \tau] \times (-R, R) \setminus E_\varepsilon))
\]

for any \(\varepsilon\)-neighborhood \(E_\varepsilon\) of \(E\) and all \(R > 0\).

**Proof.** The reversible solutions \(p_n\) and \(p\) are by definition reversible solutions on any domain \([\sigma, \tau] \times \mathbb{R}, \sigma > 0\), see Remark 13, and there the strong OSLC condition of Theorem 16, (a) holds. Therefore, Theorem 16 is applicable on these domains and yields that \(p_n \to p\) in \(C([\sigma, T] \times [-R, R])\) for all \(R > 0\). The uniform boundedness of \(p_n\) in \(B(\Omega_\tau) \cap W^{1,1}(0, \tau) \times (-R, R)) \cap C^{0,1/r}([0, \tau]; L^1(0, T))\) is a direct consequence of Corollary 15 and the boundedness assumptions on \((b_n), (c_n), (\eta_n)\). Setting \(I = [-R, R]\) and using the interpolation inequality \(\|\cdot\|_{C^r} \leq \|\cdot\|_{C^0}^{1/r} \|\cdot\|_{C^{1/r}}^{1/r} \) for \(r \in [1, \infty)\), we conclude that \((p_n)\) is also bounded in \(C^{0,1/r}([0, \tau]; L^r(-R, R))\). Now for \(\sigma > 0\) and all \(t \in [0, \sigma]\) we have with \(I = [-R, R]\)

\[
\|p_n(t) - p(t)\|_{C^0} \leq \|p_n(\sigma) - p(\sigma)\|_{C^0} + (\sigma - t)\|p_n - p\|_{C^{0,1}([0, \tau]; L^1(I))} \leq 2R\|p_n(\sigma) - p(\sigma)\|_{C(I)} + C\sigma
\]

where \(C\) is a uniform bound for \(\|p_n - p\|_{C^{0,1}([0, \tau]; L^1(I))}\). This shows that

\[
\|p_n - p\|_{C([0, \tau]; L^r(-R, R))} \leq 2R\|p_n - p\|_{C([\sigma, \tau] \times [-R, R])} + C\sigma.
\]

We have already shown that the first term on the right-hand side converges to zero for any fixed \(\sigma > 0\). Thus, given any \(\varepsilon > 0\), the right hand side is \(\leq \varepsilon\) by choosing \(\sigma = \varepsilon/(2C)\) for all \(n\) sufficiently large. This shows
that \( p_n \to p \) in \( C([0, \tau]; L^1(-R, R)) \). By interpolation with the uniform \( L^\infty \)-bound for \( p_n \) and \( p \), the same holds in \( C([0, \tau]; L^r(-R, R)) \) for all \( r \in [1, \infty) \).

Now let \( E \) be a closed set such that \( a_x(t, \cdot)_{|_{\mathbb{R} \setminus E}} \leq \hat{a}(t), a \in L^1(0, T), (a_n)_x(t, \cdot)_{|_{\mathbb{R} \setminus E}} \leq \hat{a}_n(t), (\hat{a}_n) \)

bounded in \( L^1(0, T) \). Moreover, let \( \epsilon > 0 \) be arbitrary and \( E_\epsilon \) the \( \epsilon \)-neighborhood of \( E \). By (a) we find \( M_n \) with \( \|a_n\|_\infty, \|a\|_\infty \leq M_\alpha \). As used previously, we set \( \hat{a} = a(1 - \varphi) \) and \( \hat{a}_n = a_n(1 - \varphi) \) with the function \( \varphi(t, x) = \text{1}_{[0, \epsilon/(1+4M_n)]}(t) \max\{0, 1 - 4 \text{dist}(x, E_\epsilon/\epsilon)\} \).

Using in addition the bounds \( a_x \leq \alpha \) and \( (a_n)_x \leq \alpha_n \), there exist obviously \( \hat{a} \in L^1(0, T) \) and a bounded sequence \( (\hat{a}_n)_i \) in \( L^1(0, T) \) with \( \hat{a}_x \leq \alpha \) and \( (\hat{a}_n)_x \leq \alpha_n \). Now Theorem 16 yields \( \hat{p}_n \to \hat{p} \) in \( C([0, \tau] \times [-R, R]) \) for all \( R > 0 \). Moreover, Remark 13 yields as before that \( \hat{p}_n[0, \tau] \times ([-R, R\setminus E_\epsilon]) = p_n[0, \tau] \times ([-R, R\setminus E_\epsilon]) \) and \( \hat{p}[0, \tau] \times ([-R, R\setminus E_\epsilon]) = p[0, \tau] \times ([-R, R\setminus E_\epsilon]) \), since the propagation speed of the backward flow is bounded by \( M_\alpha \). Hence, we have shown that \( p_n \to p \) in \( C([0, \tau] \times ([-R, R \setminus E_\epsilon])) \). This completes the proof.
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